# New developments in round robin algorithms and their applications: a systematic mapping study 

## Daniela L. Freire*, Rafael Z. Frantz and Fabricia Roos-Frantz

Department of Exact Sciences and Engineering, Unijuí University, Ijuí-RS, Brazil
Email: danielalfreire@icmc.usp.br
Email: rzfrantz@unijui.edu.br
Email: frfrantz@unijui.edu.br
*Corresponding author
Vitor Basto-Fernandes
Instituto Universitário de Lisboa (ISCTE-IUL), ISTAR-IUL, Lisbon, Portugal
Email: vitor.basto.fernandes@iscte-iul.pt


#### Abstract

Enterprises have a set of applications support that needs to work synchronously and efficiently to respond quickly to business processes. To achieve high performance in the execution of the applications, software engineers suitably must use task scheduling on the computational resources. The round robin algorithm is an efficient and effective scheduling technique for task scheduling in computing. This article provides a systematic mapping study that identifies the state-of-the-art in the research of the round robin algorithms to guide researchers and practitioners in the field of software engineering. The research regarding the improvement in the round robin algorithm continues active, indicating that it remains one of the more efficient scheduling techniques in the fields of packets, CPU and virtual machine scheduling.
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## 1 Introduction

To support their business processes, enterprises usually have a set of applications that compose the software ecosystem (Manikas, 2016). Advanced software engineering approaches support the composition of applications using computing resources with infrastructure-as-a-service, service level agreements, deployment and run-time orchestration in multi-cloud environments (Kochovski et al., 2019). This composition of applications has left software ecosystems even more heterogeneous and dynamic. The applications and services need to be prepared to work together to provide fast and reliable answers for business processes of the company (Frantz et al., 2016). A heterogeneous software ecosystem demands compile-time and run-time aid for executing applications. The efficient task scheduling execution on the available computational resources is one of the main requirements for achieving high performance (Topcuoglu et al., 2002; Alsheikhy et al., 2015). Therefore, this problem has been widely studied and various algorithms have been proposed in the literature (Lakshmanan, 2017; Ghosh, 2017; Fataniya and Patel, 2018a, 2018b). Some of the most popular scheduling algorithms are shortest job first, first come first served, priority scheduling, and round robin, being round robin the preferable choice amongst the scientific and technical community (Upadhyay and Hasija, 2016; Yasin et al., 2015). Round robin algorithm gained popularity because it is a simple and straightforward algorithm, easy to implement and to understand from the users' perspective (Bryhni et al., 2000; Zhang et al., 2018). Besides, this algorithm has had much notoriety due to its optimal time-shared environment (Mohammed et al., 2016; Tajwar et al., 2017) and its ability to avoid starvation and to allow fair resource allocation to every task (Datta, 2015; Sabha, 2018) and it is regarded as one of the most suitable algorithm for multi-tasking real-time systems (Wason et al., 2016). The correctness of real-time scheduling is determined by both logical accuracy and timely execution (Baek and Lee, 2019).

There is a plethora of proposals of variants of the original round robin algorithm, which have been published in journals, conferences, and workshops, becoming hard to get a clear and complete overview of the state-of-the-art in the research field. Our literary review did not find a systematic mapping study on round robin algorithms in software engineering, instead, we only identified works that seek to evaluate and compare the performance of round robin-based algorithms (Negi and Kalra, 2014; Aslam and Shah, 2015; Musa et al., 2018). Systematic mapping is a method in software engineering research to identify gaps and clusters in the literature by classifying existing research (Petersen et al., 2015). It is seen as a scrupulous and unbiased method, in which the search can be easily repeated and, thereby, the results can be verified (Kitchenham and Stuart, 2007).

In this article, we conduct a systematic mapping study to overcome this gap in knowledge, identifying the state-of-the-art in round robin algorithms in software engineering. We follow the research protocol proposed by Kitchenham and Stuart (2007) and Petersen et al. (2015), in order to provide a valuable baseline to assist new research efforts (Kitchenham et al., 2010). We identify the main authors and venues of publications of round robin-based algorithm's proposals. Besides, we identified main variants of the round robin algorithm, their performance evaluation metrics and simulation tools. Regarding performance evaluation metrics, there is standardisation in the field of CPU scheduling, but this is not true in the field of packets scheduling and virtual machine scheduling. Regarding simulation tools, there is a gap of consolidated tools in the CPU scheduling field.

The rest of this article is organised as follows: Section 2 discusses the related work regarding evaluation and comparison of round robin algorithms; Section 3 provides background information on round robin algorithm; Section 4 introduces the research methodology that we used to conduct this systematic mapping study; Section 5 aggregates the results by means of a compact overview in graphics and tables; Section 6 discusses threats to validity; and, Section 7 presents our conclusions.

## 2 Related work

Effective resource management and task scheduling mechanism, required in order to provide task completion time minimisation, are still open issues (Zeng et al., 2016). In this section, we discuss those proposals that examined or compared algorithms, methodologies, and techniques that address theses issues. The related works are summarised in Table 1, contemplating the research field, the approach type, and if the approach is round robin (RR) based or not.

Hu et al. (2010) presented a scheduling strategy on load balancing of virtual machines resources based on genetic algorithm and compared with the least-loaded scheduling and the rotating scheduling, regarding load balancing and reasonable resources utilisation. Szőke (2011) proposed a conceptual model for agile release scheduling by an optimisation algorithm. Release scheduling deals with the selection and assignment of deliverable features to a sequence of consecutive product deliveries while several constraints are fulfilled. Samal and Mishra (2013) evaluated the RR algorithm and two of its variants: modified RR and time slice priority-based RR. They performed an experiment to compare the response time, average waiting time, and average turnaround time in the three algorithms. Negi and Kalra (2014) provided a comparative study of $R R$ algorithms to evaluate the performance of the variants: self-adjustment time quantum in round robin, adaptive round robin, ascending quantum and minimum-maximum round robin, mid average round robin. The performance metrics were the average waiting time, the average turnaround time, and the number of context switches.

Aslam and Shah (2015) provided a literature review on load balancing algorithms in cloud computing, evaluating the performance of proposals that have been developed over the period of 2004-2015. Their work compared load balancing algorithms for cloud computing such as round robin, min-min, max-min, ant colony, carton, and honey bee. Maniyar and Kanani (2015) analysed seven variants of round robin algorithm regarding computational tasks scheduling in the cloud environment. They described the variants and appointed some benefits and challenges of round robin algorithms. Dash et al. (2015b) proposed a variant called dynamic average burst round robin to increase the performance of CPU scheduling. They compared with other variants: improved round robin with varying time quantum, mode round robin, self-adjustment time quantum in round robin, R.P-5, and dynamic quantum with readjusted round robin. They performed an experiment with three scenarios: ascending, descending and random burst time.

Musa et al. (2018) randomly selected three variants of round robin algorithms: dynamic average burst round robin, revamped mean round robin, and dynamic time slice round robin. They performed an experiment to compare the average waiting time, average turnaround time, and number of context switch in the three algorithms, besides the original round robin algorithm. Mahdavi-Hezavehi et al. (2017) reviewed the literature regarding architecture-based methods for handling multiple quality attributes (QAs) in self-adaptive systems. One of the QAs analysed was the performance regards to the efficiency of the software by using the appropriate amounts and types of resources under stated conditions and in a specific context of use. One of the QAs prioritisation mechanisms identified in the primary studies was polling scheduler. Hanafi and RacaTodosijević (2017) presented a survey of heuristics used for modelling combinatorial problems, such as logical design to scheduling and routing, and graph theory models for resource allocation and financial planning. Their goal was to identify the adequate use of mathematical programming techniques for approximate problem-solving.

Magdich et al. (2018) offered an overview and a comparison between some scheduling algorithms, namely: proportionate fair, earliest deadline until zero laxity, least local remaining execution first, global fair lateness, and global earliest deadline first. They also proposed a model-based approach which focuses on the use of the model driven engineering and design patterns to support the automatic choice of scheduling approach and algorithm at a high-level of abstraction for real-time embedded systems. Blot et al. (2018) presented a survey regarding the use of local search techniques in multi-objective metaheuristics. They also proposed a standardised structure to represent and consolidate the subjacent components of multi-objective local search techniques and algorithms. Feld et al. (2018) presented a survey on schedulability analysis techniques for tasks with this rate-dependent behaviour.

They reviewed methods for both fixed priority and earliest deadline first scheduling and, then, provided a taxonomy of the different analysis methods. Corstjens et al. (2018) studied methodologies that allow analysing the behaviour of heuristic algorithms through the elements operating within the algorithm correlate with performance. Their goal was to find benefits of combinations of these elements and to identify how the specific problem instance the algorithm is resolving impacts the combinations.

Srivastava and Kumar (2019) analysed six existing variants of traditional round robin algorithm: optimised round robin algorithm, nonlinear programming mathematical model, mean difference round robin, dynamic average burst round robin, self adjustment round robin, and smart optimised round robin. They compared their performance in different scenarios, by metrics: average of turnaround time, waiting time, and number of context switches. Kumar et al. (2019) reviewed the cloud computing literature regarding load balancing in order to achieve resource utilisation. Hence, then reduce energy consumption and carbon emission rate. They discussed static algorithms, such as round robin, min-max, and min-max, and dynamic algorithms, such as honeybee foraging behaviour, throttled, equally spread current execution, ant colony, biased random sampling, and modified throttled. Qin et al. (2019) performed a systematic literature review in order to identify and characterise different approaches regarding the enactment of run-time adaptation in stream processing. One of the inclusion criteria was articles that discuss scheduling approaches that cause a change of the processing in the execution phase. As resource-related enactment approaches, they identified resource scheduling and processing scheduling.

Guerrero et al. (2019) presented a brief survey of optimisation proposals for the fog service placement problem. The proposals explored optimisation techniques, such as heuristics, greedy algorithms, linear programming, or genetic algorithms; and defined features of the fog resources, such as placement, scheduling, allocation, provisioning, or mapping for services, resources, clients, tasks, virtual machines, or even fog colonies. Rezende et al. (2019) presented a systematic review on software project scheduling problem, concerning the context of search-based software engineering. The authors classified the articles selected by main elements of the software project scheduling such as the model used, search-based techniques, instances used to validate the solution and evaluation aspects. Campelo and Takahashi (2019) presented a methodology for the definition of the required sample sizes for experiments concerning the performance of optimisation algorithms to achieve desired statistical properties. The methodology also executes the algorithms on each tested problem instance to obtain the precision of the estimated differences in performance is controlled under a predefined level.

Table 1 Summary of the related work

| Ref. | Research field | Approach | $R R$ |
| :---: | :---: | :---: | :---: |
| Hu et al. (2010) | Cloud computing | Performance evaluation | $x$ |
| Szőke (2011) | Management project | Performance evaluation | $x$ |
| Samal and Mishra (2013) | CPU | Performance evaluation | $\checkmark$ |
| Negi and Kalra (2014) | CPU | Performance evaluation | $\checkmark$ |
| Aslam and Shah (2015) | Cloud computing | Literature review | $\checkmark$ |
| Maniyar and Kanani (2015) | Cloud computing | Literature review | $\checkmark$ |
| Dash et al. (2015b) | CPU | Performance evaluation | $\checkmark$ |
| Musa et al. (2018) | CPU | Performance evaluation | $\checkmark$ |
| Mahdavi-Hezavehi et al. (2017) | Self-adaptive system | Literature review | $x$ |
| Hanafi and RacaTodosijević (2017) | Heuristics | Literature review | $x$ |
| Magdich et al. (2018) | Real-time embedded system | Literature review | $x$ |
| Blot et al. (2018) | Heuristics | Literature review | $x$ |
| Feld et al. (2018) | Real-time embedded system | Literature review | $x$ |
| Corstjens et al. (2018) | Heuristics | Performance evaluation | $\checkmark$ |
| Srivastava and Kumar (2019) | CPU | Performance evaluation | $\checkmark$ |
| Kumar et al. (2019) | Cloud computing | Literature review | $\checkmark$ |
| Qin et al. (2019) | Stream processing systems | Literature review | $x$ |
| Guerrero et al. (2019) | Fog computing | Literature review | $x$ |
| Rezende et al. (2019) | Management project | Literature review | $x$ |
| Campelo and Takahashi (2019) | Heuristics | Performance evaluation | $x$ |
| Our proposal | EAI | Mapping systematic | $\checkmark$ |

## 3 Background

Round robin is one of the oldest, simplest, and most widely used scheduling algorithms, mainly for time-sharing systems (Gope et al., 2011). It uses a proper quantum time to achieve fairness and starvation free towards the tasks (Agha and Jassbi, 2013). A quantum time is a small unit of time and a task is a piece of executable code. The tasks are kept in a circular ready queue and new tasks are always added to the tail of ready queue. A scheduler goes around this ready queue, allocating the available computational resources to each task for a time interval of one quantum. The scheduler selects the first task from the ready queue, which will be executed during one quantum and will have its execution interrupted when this time expires. If one quantum is not enough to completely execute the task (burst time), the task is added to the tail of the queue and the scheduler stores the context of this task in a stack or registers and follows the execution of the next task in the ready queue. This action performed by the scheduler is called context switch. If the execution of the task finishes before the end of the quantum, the task itself releases the computational resource voluntarily. In either case, the scheduler assigns the computational resource to the next task in the ready queue. The pseudo code of the round robin is shown in Algorithm 1.

Algorithm 1 Round robin algorithm
Present every task in to ready queue
Check if there are tasks in the ready queue
Compute $T_{\text {quantum }}$ time quantum
Assign $T_{\text {quantum }}$ to tasks $t[j] \leftarrow T_{\text {quantum }}, j++$
if $j<$ number of tasks then
go to jump to step-line 4
Compute the remaining burst time of the every tasks and
jump to step-line 3
if a new task has arrived then
Update ready queue and jump to step-line 3
end if
end if
The task execution time $\left(T_{\text {Exec }}\right)$ is incremented by the context switch overhead. Ideally, task execution time is defined by equation (1), where $N$ is the number of tasks in the ready queue, $T_{\text {quantum }}$ is the quantum time, and $T_{\text {context_switch }}$ is the context switch overhead. Thus, each task would not wait for longer than $N \cdot T_{\text {quantum }}$ time units until its next quantum.

$$
\begin{equation*}
T_{\text {Exec }}=N \cdot\left(T_{\text {quantum }}+T_{\text {context_switch }}\right) \tag{1}
\end{equation*}
$$

Several metrics are used to evaluate the performance of scheduling algorithms, such as computational resource utilisation, throughput, response time, turnaround time, waiting time, correctness, overhead, predictability, fairness, and fault tolerance. These metrics are described as following:

- Computational resource utilisation: Measures the percentage of time that the computational resources are kept busy. For best scheduling, it is desirable that the computational resource utilisation should be about $100 \%$.
- Throughput: Measures the number of tasks that are completed per time unit. For best scheduling, it is desirable that the throughput should be high.
- Response time: Measures the time from the submission of a task until the first response is received from the algorithm. For best scheduling, it is desirable that the response time should be low.
- Turnaround time: Measures the time interval from the time of task submission to the task completion time. This metric includes the waiting time spent by a task to get into memory, the waiting time in the ready queue, its time executing in a computational resource, and its time doing I/O. For best scheduling, it is desirable that the turnaround time should be low.
- Waiting time: Measures the time spent waiting in a ready queue to submit a task for the computational resource. It does not include the execution time nor the time that the task is doing I/O completion. For best scheduling, it is desirable that the waiting time should be low.
- Correctness: Measures the proportion of time or proportion of total scheduling time unit when a task fails to meet its deadline. For best scheduling, it is desirable that the correctness should be high.
- Overhead: Measures the percentage of wasted time by the algorithm, while new tasks are arriving. Such as time spent scheduling planning, context switching, and re-configuring. For best scheduling, it is desirable that the overhead should be low.
- Predictability: Measures the percentage of time spent by task execution above predicted time to execute this task, irrespective of stochastic factors such as system load variations a or arrival rate. For best scheduling, it is desirable that the predictability should be low.
- Fairness: Measures the uniformity in task wait times to be executed. In the absence of predefined criteria for selection, the scheduler should allocate a fair amount of the resource to each task in order to ensure homogeneity of available resources for all tasks. For best scheduling,
- Fault tolerance: Measures the uniformity in the number of tasks assigned for every resource. In the absence of predefined criteria for selection, the scheduler should avoid overload of a computational resource, considering that this overload can cause execution faults. For best scheduling, it is desirable that the fault tolerance should be high.

Usually, round robin has high throughput, good response time and it is less complex than other algorithms. We list the main strength of round robin algorithm as follows:

- easy to understand
- fairness
- performs better for short time burst
- priority (can use running time and arrival time).

The quantum time heavily impacts in the performance of round robin algorithm (Aslam and Shah, 2015). When quantum time is very large it causes less context switch and shorter turnaround time but it can increase response time and waiting time. In this case, the round robin algorithm plays like the no preemptive first-come, first-served scheduling, which selects and executes a task until completion according to first-in-first-out policy. On the other hand, when the quantum time is extremely too small it causes less waiting time and response time but can increase the turnaround time and the context switch number (Mohammed et al., 2016). A high context switch number leads to the wastage of time, of memory and scheduler overhead (Ramakrishna and Rao, 2013). In this case, the round robin algorithm is called processor sharing algorithm that is a scheduling policy where the tasks are all executed simultaneously, each receiving an equal fraction of the computational resource available (Hiranwal and Roy, 2011; Fataniya and Patel, 2018a). These weaknesses have made it unsuitable for real-time systems, motivating researchers to propose new variants of the original round robin algorithm. We list the main weaknesses of round robin algorithm as follows:

- large waiting time
- large response time
- increased context switches
- large turnaround time
- less throughput.


## 4 Research method

In this section, we detailed the research method used in our mapping study. We followed the guidelines proposed by Kitchenham and Stuart (2007), Petersen et al. (2015), and Brings et al. (2018). The next section, we present the study design by means of its objective, research questions, and search protocol.

### 4.1 Research questions

This study has been conducted by the following research question:

What is the state-of-the-art of round robin algorithms in software engineering?

To help answering this research question, we split it into seven specific questions. Such responses allow to classify and tabulate the articles for further analysis. These specific questions are listed as follows.

RQ1 When and where were published the round robin algorithms proposals?

RQ2 Which are the research fields where the round robin algorithms are applied?

RQ4 Which are the metrics used to evaluate the round robin algorithms?

RQ5 Which are the tools used to evaluate the round robin algorithms?

RQ6 What are the most recent variants of the round robin algorithm?

RQ7 Which are the most cited round robin algorithms proposals?

### 4.2 Search protocol

In this section, we present the search protocol, which has first been developed by the first author, and later reviewed by the second and third author. The scope of this study included the search terms indicated by Kitchenham and Stuart (2007): population, intervention, comparison and outcomes (PICO). These terms were used to identify keywords and formulate search strings from research questions.

- population: proposals of round robin algorithms applied to task scheduling
- intervention: strategies, methods, technical or patterns adopted by round robin algorithms
- comparison: different proposals of round robin algorithms
- outcomes: applicability, features, and performance of the round robin algorithms.

We performed a search using the following base search string: ('round robin algorithm' or 'RR algorithm'). This study searched for published articles from 2014 to 2018, written in English, in the subject area of computer science. The search process for this study is based on an automated search of the indexing systems and digital libraries. The search strings are shown in Table 2 and the correspondence between search string and database used is shown in Table 3.

We used a preliminary search string that retrieved an initial list of articles for each database considered. After, we used an online tool, called Parsifal ${ }^{1}$, to import the references of the collected articles and to remove eventual duplication. In total, 590 articles were returned, being 189 duplicated, remaining 401 unique articles. The number of articles in every database is shown in Table 4.

Table 2 Search strings of the initial collect of articles

| $I D$ | Search string |
| :--- | :--- |
| str_1 | 'Round robin algorithm', 'round robin policy', 'RR <br> algorithm', 'RR policy' |
| str_2 | TI (('round robin algorithm' OR 'round robin <br> policy' OR 'RR algorithm' OR 'RR policy')) OR |
|  | AB (('round robin algorithm' OR 'round robin |
|  | policy' OR 'RR algorithm' OR 'RR policy')) OR |
|  | KW ('round robin algorithm' OR 'round robin |
| policy' OR 'RR algorithm' OR 'RR policy'))) |  |
| str_3 | 'round robin algorithm' OR 'round robin policy' |
|  | OR 'RR algorithm' OR 'RR policy' |
| str_4 | TITLE-ABS-KEY ('round robin algorithm') OR |
|  | TITLE-ABS-KEY ('round robin policy') OR |
|  | TITLE-ABS-KEY ('RR algorithm') OR |

Table 3 Search strings used by databases

| $I D$ | Database |
| :--- | :---: |
| str_1 | ACM $^{\mathrm{a}}$ |
| str_2 | Ebsco $^{\mathrm{b}}$ |
| str_3 | Emerald $^{\mathrm{c}}$, IEEE $^{\mathrm{d}}$, Wiley $^{\mathrm{e}}$, Google Scholar ${ }^{\mathrm{f}}$, |
|  | Web of Science $^{\mathrm{g}}$, ProQuest $^{\mathrm{h}}$, Scielo $^{\mathrm{i}}$, ScienceDirect |
| j |  |
| str_4 | Scopus $^{\mathrm{j}}$ |

[^0]Table 4 Result of the initial collect of articles

| Database | No. of collected |
| :--- | :---: |
| ACM | 20 |
| Ebsco | 12 |
| Emerald | 1 |
| Google Scholar | 44 |
| IEEE | 93 |
| ProQuest | 23 |
| Scielo | 3 |
| ScienceDirect | 160 |
| Scopus | 136 |
| Web of Science | 94 |
| Wiley | 4 |

Because of the large volume of returned articles, we decided to use two filters. The first filter intended to separate those in which the round robin algorithm was one of the main subjects addressed in the article. In this filter, the first author read the title, the keywords and the abstract of articles, and applied inclusion and exclusion criteria. The publication year criterion, English language, and subject area of computer science were applied again because some
databases do not allow these constraints in their searches These criteria are shown as follows.

- Inclusion criteria:
a articles were published in the last five years (2014-2018)
b ensure that the articles evaluate round robin algorithms.
- Exclusion criteria:
a articles are books or belong to grey literature
b articles not presented in English
c articles not accessible in full-text
d articles do not in the field of computer science
e articles do not approach the round robin algorithm
f articles propose algorithm not based in round robin algorithm
g articles that only to compared round robin algorithms, but did not present round robin algorithm proposals.

The articles that met at least one of the inclusion criteria were included. The articles that met at least one of the exclusion criteria were excluded. There were 212 remained articles in the first filter which were given as input to the second filter. The second filter intends to separate those in which there is a round robin algorithm variation proposal. For this filter, the first author read the title, keywords, abstract, introduction and conclusion of articles and applied the following inclusion and exclusion criteria:

- Inclusion criteria:
a articles propose a round robin algorithm variation.
- Exclusion criteria:
a articles present the same round robin algorithm as previous articles
b articles simply apply one of the round robin algorithms
c articles simply compare round robin algorithms.
The outcome of the second filter is 58 primary articles and was used to conduct backward snowball sampling, which led to the addition of four articles. The backward snowball technique was recursively applied, allowing the
retrieval of four articles, which were cited by the authors of the collected articles and that are relevant for our research. The steps of the articles selection process are shown in Figure 1.

Figure 1 Articles selection process


The quality assessment for the set of 62 primary articles was based on full-text reading of these articles by the first author. To assess the quality of these articles, we formulated six questions:

- Does the article clearly define its goal?
- Does the article present the research field where the algorithm is applied?
- Does the article present evaluation metrics for the algorithm?
- Does the article present a simulation or execution of the algorithm?
- Does the article present the pseudo-code or code of the algorithm?
- Does the article present the tools used to evaluate the algorithm?

The questions were answered with the following values: yes, partial, and no. An answer yes weights 1, partial weights 0.5 , and no weights 0 . Therefore, every article can achieve from 0 to 6 points in maximal for the total of six questions. Additionally, we registered what is the research field, metrics, and tools from those articles that provide this information. At the end of this third step, all six questions were answered with their respective weight for every 62 articles. Finally, the second and third author reviewed each activity of the analysis to ensure consistency in the analysis and consolidation of the results. The final list of the mapped articles is presented in Table 5.

Table 5 Mapped articles

| Ref. | Title | Score |
| :---: | :---: | :---: |
| Hamouda et al. (2017) | A downlink resources allocation scheme for multimedia applications in OFDMA wireless systems | 6.0 |
| Xu and Wang (2014) | A modified round-robin load-balancing algorithm for cluster-based web servers | 4.5 |
| Abdulrahim et al. (2014a) | A new improved round robin (NIRR) CPU scheduling algorithm | 6.0 |
| Sabha (2018) | A novel and efficient round robin algorithm with intelligent time slice and shortest remaining time first | 5.0 |
| Mittal et al. (2015) | A paper on modified round robin algorithm | 6.0 |
| Phorncharoen and Sa-Ngiamvibool (2018) | A proposed round robin scheduling algorithm for enhancing performance of CPU utilization | 6.0 |
| Kathuria et al. (2016) | A revamped mean round robin (RMRR) CPU scheduling algorithm | 6.0 |
| Verma et al. (2014) | A round robin algorithm using mode dispersion for effective measure | 4.5 |
| Abdulrahim et al. (2014b) | An additional improvement in round robin (AAIRR) CPU scheduling algorithm | 4.5 |
| Banerjee et al. (2017c) | An approach towards development of an intelligent cloudlet scheduling mechanism for cloud QoS improvement. | 6.0 |
| Srinivasu et al. (2015) | An augmented dynamic round robin cpu scheduling algorithm | 4.5 |
| Farooq et al. (2017) | An efficient dynamic round robin algorithm for CPU scheduling | 5.0 |
| Rao et al. (2014) | An enhanced dynamic round robin CPU scheduling algorithm | 2.5 |
| Khatri (2016) | An enhanced round robin CPU scheduling algorithm | 5.0 |
| Basker et al. (2014) | An enhanced scheduling in weighted round robin for the cloud infrastructure services | 5.0 |
| Kumar et al. (2014) | An improved approach to minimize context switching in round robin scheduling algorithm using optimization techniques | 4.0 |
| Alsheikhy et al. (2015) | An improved dynamic round robin scheduling algorithm based on a variant quantum time | 5.0 |
| Mishra and Rashid (2014) | An improved round robin CPU scheduling algorithm with varying time quantum | 4.5 |
| Xu et al. (2014) | An improving algorithm for combined input-crosspoint-queued switches | 4.0 |
| Dash et al. (2015a) | An optimized round robin CPU scheduling algorithm with dynamic time quantum | 5.0 |
| Hafeez and Rasheed (2016) | An optimum dynamic time slicing scheduling algorithm using round robin approach | 5.0 |
| Khokhar and Kaushik (2017) | Best time quantum round robin CPU scheduling algorithm | 5.0 |
| Dash et al. (2015b) | Characteristic specific prioritized dynamic average burst round robin scheduling for uniprocessor and multiprocessor environment | 5.0 |
| Banerjee and Padhy (2014) | Comparative analysis of maximum performance round robin (MPRR) by dynamic time quantum with static time quantum | 5.0 |
| Khokhar and Kaushik (2017) | Best time quantum round robin CPU scheduling algorithm | 5.0 |
| Dash et al. (2015b) | Characteristic specific prioritized dynamic average burst round robin scheduling for uniprocessor and multiprocessor environment | 5.0 |
| Banerjee and Padhy (2014) | Comparative analysis of maximum performance round robin (MPRR) by dynamic time quantum with static time quantum | 5.0 |
| Banerjee et al. (2015) | Comparative performance analysis of best performance round robin scheduling algorithm (BPRR) using dynamic time quantum with priority based round robin (PBRR) CPU scheduling algorithm in real time systems | 5.0 |
| Banerjee et al. (2017b) | Design and analysis of an efficient QoS improvement policy in cloud computing | 6.0 |
| Simon et al. (2014) | Dynamic round robin with controlled preemption (DRRCP) | 6.0 |
| Rao et al. (2015a) | Dynamic time slice calculation for round robin process scheduling using NOC | 5.0 |
| Muraleedharan et al. (2016) | Dynamic time slice round robin scheduling algorithm with unknown burst time | 5.0 |
| Fayyaz et al. (2017) | Efficient dual nature round robin CPU scheduling algorithm: a comparative analysis | 5.0 |
| Datta (2015) | Efficient round robin scheduling algorithm with dynamic time slice | 5.0 |
| Rao et al. (2015b) | Enhanced precedence scheduling algorithm with dynamic time quantum (EPSADTQ) | 4.5 |
| Indusree and Prabadevi (2017) | Enhanced round robin CPU scheduling with burst time based time quantum | 5.0 |
| Masood and Khader (2015) | Enhanced round robin packet scheduling technique to support multimedia applications in MANET | 5.0 |

Table 5 Mapped articles (continued)

| Ref. | Title | Score |
| :---: | :---: | :---: |
| Alnowiser et al. (2014) | Enhanced weighted round robin (EWRR) scheduling with DVFS technology in cloud energy-aware | 6.0 |
| Bhoi et al. (2014) | Enhancing CPU performance using subcontrary mean dynamic round robin (SMDRR) scheduling algorithm | 5.0 |
| Mijinyawa and Abdullahi (2017) | Improved group based time quantum (IGBTQ) CPU scheduling algorithm | 6.0 |
| Shyam and Nandal (2014) | Improved mean round robin with shortest job first scheduling | 6.0 |
| Ullah (2017) | Improved optimum dynamic time slicing round robin algorithm | 4.0 |
| Dorgham and Nassar (2016) | Improved round robin algorithm: proposed method to apply SJF using geometric mean | 5.0 |
| Li et al. (2017) | Emulating round-robin in wireless networks | 5.0 |
| Parekh and Chaudhari (2016) | Improved round robin CPU scheduling algorithm: round robin, shortest job first and priority algorithm coupled to increase throughput and decrease waiting time and turnaround time | 5.0 |
| Ahmed and Muquit (2016) | Improved round robin scheduling algorithm with best possible time quantum and comparison and analysis with the RR algorithm | 5.0 |
| Shyam and Kumar (2015) | Improved round robin with shortest job first scheduling | 4.5 |
| Goel and Garg (2015) | Improvised optimum multilevel dynamic round robin algorithm for optimizing CPU scheduling | 5.5 |
| Roshan and Rao (2016) | Least-mean difference round robin (LMDRR) cpu scheduling algorithm | 5.0 |
| Banerjee et al. (2017a) | Mixed round robin scheduling for real time systems | 5.0 |
| Mora et al. (2017) | Modified median round robin algorithm (MMRRA) | 6.0 |
| Singh and Agrawal (2017) | Modified round robin algorithm (MRR) | 5.0 |
| Pradhan et al. (2016) | Modified round robin algorithm for resource allocation in cloud computing | 6.0 |
| Merwyn et al. (2014) | Optimal round robin CPU scheduling algorithm using euclidean distance | 4.5 |
| Srilatha et al. (2017) | Optimal round robin CPU scheduling algorithm using manhattan distance | 4.0 |
| Upadhyay and Hasija (2016) | Optimization in round robin process scheduling algorithm | 4.5 |
| Dave et al. (2017) | Optimize task scheduling act by modified round robin scheme with vigorous time quantum | 5.0 |
| Damera et al. (2016) | Optimized MCE scheduling algorithm to allocate radio resources using evolved round robin scheduling | 5.5 |
| Kiran et al. (2014) | Optimizing CPU scheduling for real time applications using mean-difference round robin (MDRR) algorithm | 5.0 |
| Yasin et al. (2015) | Prioritized fair round robin algorithm with variable time quantum | 6.0 |
| Riaz et al. (2018) | Randomized dynamic quantum CPU scheduling algorithm | 4.5 |
| Garcia-Carballeira and Calderon (2017) | Reducing randomization in the power of two choices load balancing algorithm | 5.0 |
| Torjemen et al. (2014) | Scheduling in multi-radio multi-channel mesh networks: brief review and novel approach | 5.0 |
| Joshi and Tyagi (2015) | Smart optimized round rRobin (SORR) CPU scheduling algorithm | 5.0 |
| McGuire and Lee (2015) | The adaptive round robin scheduling Algorithm | 5.0 |

## 5 Results

This section presents the results from the analysis of the primary articles, based on the research questions previously mentioned. We presented the main results: publication venues, publication years, authors, research institutions, research fields, tools and metrics used in the articles.

### 5.1 Publication frequency

In this section, we answer the research question RQ1, indicating the number of mapped articles identified from 2014. The articles were also separated by journals and conferences, c.f. Figure 2. The year that had more publications was 2014, but it continued intense until 2017.

Unlike previous years, in 2017, the number of articles presented in international conferences was higher than the articles published in scientific journals. Despite the proposals of novel variants of the round robin algorithm decreased in 2018, they continued to be proposed until current days.

### 5.2 Publication authors and venues

In this section, we answer the research question RQ2, indicating the main authors and venues of publication regarding round robin algorithms proposals. The top three authors found in our mapping study are stated in Table 6. The majority of these authors are linked in Nigeria and India institutions. Saleh E. Abdullahi, researcher by Nile

University in Nigeria, was the author that has most mapped articles, reaching five articles between 2014 and 2017. N. Srinivasu, researcher by Koneru Lakshmaiah Education Foundation in India, has four articles in 2014-2015. G. Rama Koteswara Rao also is linked in KL University in India and was author of three of these articles.

Figure 2 Number of mapping articles by year


The more frequent venues of publications are stated in Table 7. International Journal of Computer Applications and International Journal of Advanced Research in Computer Science and Software Engineering, which have published more articles from 2014 to 2015. The International Conference on Electronics, Computer and Computation (ICECCO) was the conference that has presented more articles, which happened in 2017.

### 5.3 Publication quality

In this section, we answer the research questions RQ3, RQ4, and RQ5, indicating the research fields where the round robin algorithms were applied and the metrics and tools used to evaluate these algorithms. First, we present an overview of the quality of the articles according to our quality assessment checklist, described in Section 4.2. After, we present the mapped articles grouped by research field and the metrics and tools found.

According to Table 8, approximately $95 \%$ of the mapped articles present clearly their goals; all mapped articles present clearly their research fields; approximately $89 \%$ of them present their evaluation metrics; approximately $88 \%$ present a simulation of their algorithms; approximately $80 \%$ present clearly their pseudo-code; but, only, approximately, $25 \%$ articles present their simulation tools to evaluate the proposed algorithm.

### 5.3.1 Research fields

The number of mapped articles in each research field is shown in Figure 3. Packet scheduling is the field that has nearly uniform frequency of mapped articles until 2017. CPU scheduling is the field in which there are more articles mapped, been more frequent from 2014-2015. Virtual machine (VM) scheduling is the field in which the
publishing frequency articles more varied, did not have mapped articles in the years 2015 and 2018.

Figure 3 Number of mapping articles in each research field by year


### 5.3.2 Metrics

In the packet scheduling research field, there is no standardisation of the metrics used, whereas there are many different metrics, being the most frequent the average file delay and the lost packet rate, c.f. Table 9. In CPU scheduling, the average turnaround time, the average waiting time, and the number context switch are metrics used in almost all mapped articles. These last three metrics are also widely used in mapped articles in the field of virtual machine scheduling.

### 5.3.3 Tools

The tools used to simulate the algorithms are rarely mentioned in the mapped articles. In the fields of packet scheduling and virtual machine scheduling, there are specific purpose tools, whereas CPU scheduling there are no cited tools. The mapped articles in CPU scheduling developed simulator using programming languages, being the most frequent Java, C++, Visual Basic, and MATLAB, c.f. Table 10.

Amongst the tools used in the algorithms in the field of packet scheduling, we found Network Simulator Version 2 (NS2). NS2 is one of the most used event-driven simulation tool for articling the dynamic nature of communication networks. NS2 was developed in C++ programming language and object-oriented tool command language (OTcl) (Issariyakul and Hossain, 2012). As an additional contribution, we revised the technical and scientific literature and found Optimised Network Engineering Tool (OPNET). OPNET is a software simulation package specialised in discrete-event simulation of communication systems. It has an object-oriented and graphics environment that allows the interpretation and synthesises of output data (Chang, 1999).

Table 6 Higher frequency of article publications by author

| Author | Instituition | Reference |
| :--- | :---: | :---: |
| Saleh E. Abdullahi | Nile University of Nigeria, Nigeria | Simon et al. (2014) |
|  |  | Abdulrahim et al. (2014b) |
|  |  | Abdulrahim et al. (2014a) |
| N. Srinivasu et al. (2017) |  |  |
|  |  | Mijinyawa and Abdullahi (2017) |
|  | RL University, India | Rao et al. (2014) |
| G. Rama Koteswara Rao (2015a) |  | Srinivasu et al. (2015) |
|  |  | Rao et al. (2015b) |
|  | Rao et al. (2014) |  |
|  | KL University, India | Rao et al. (2015a) |
|  |  | Rao et al. (2015b) |

Table 7 Higher frequency of article publications by source

| Source title | Reference |
| :--- | ---: |
| International Journal of Computer Applications | Merwyn et al. (2014) |
|  | Abdulrahim et al. (2014a) |
| Goel and Garg (2015) |  |
| International Journal of Advanced Research in Computer Science and Software Engineering | Abdulrahim et al. (2014b) |
|  | Shyam and Nandal (2014) |
| International Journal of Electrical and Computer Engineering | Joshi and Tyagi (2015) |
|  | Rao et al. (2015a) |
| Indian Journal of Science and Technology | Srilatha et al. (2017) |
|  | Banerjee et al. (2015) |
| International Journal of Applied Engineering Research | Muraleedharan et al. (2016) |
|  | Rao et al. (2014) |
| International Journal of Computer Science, Engineering and Applications | Masood and Khader (2015) |
|  | Mishra and Rashid (2014) |
| Journal of Computer Engineering | Dash et al. (2015b) |
|  | Shyam and Kumar (2015) |
| Journal of Global Research in Computer Science | Khatri (2016) |
|  | Mishra and Rashid (2014) |
| Journal of Theoretical and Applied Information Technology | Bhoi et al. (2014) |
|  | Srinivasu et al. (2015) |
| International Conference on Electronics, Computer and Computation | Roshan and Rao (2016) |
|  | Mijinyawa and Abdullahi (2017) |

Table 8 Frequency of answers in the quality assessment checklist

| Question | No. of answers |  |  |  |
| :--- | :--- | :---: | :---: | :---: |
|  |  | Yes | Partial | No |
| Does the article clearly define its goal? | 62 | 3 | 0 |  |
| Does the article present the research field where the algorithm is applied? | 65 | 0 | 0 |  |
| Does the article present evaluation metrics for the algorithm? | 58 | 7 | 0 |  |
| Does the article present a simulation or an execution of the algorithm? | 57 | 8 | 1 |  |
| Does the article present the pseudo-code or code of the algorithm? | 52 | 5 | 8 |  |
| Does the article present the tools used to evaluate the algorithm? | 16 | 5 | 44 |  |

In field of CPU scheduling, the mapped articles cite simulation tools that were developed by the authors in theirs proposals. The MATLAB was the most used programming language to build the simulators. As an additional contribution, we found few simulators for round robin algorithms, namely CPU Scheduling Simulator
(CPUSS), Modern Operating Systems Simulators (MOSS), Simulator of Operating System Job Scheduling (SOSJS), Optimum Multilevel Dynamic Round Robin Scheduling (OMDRRS), and Interactive Systems Scheduling Simulator (I3S). CPUSS ${ }^{2}$ is a framework that allows users to swiftly and easily devise and collects metrics for custom CPU
scheduling strategies including first-come, first-served, round robin, shortest job first (SJF), priority first, and sjf with priority elevation rule. Its environment is Windows-DOS. MOSS ${ }^{3}$ was developed in Java programming language. SOSJS ${ }^{4}$ was developed in Visual Basic 6.0 programming language, implemented the round robin and uses the metrics: average completion time and average turnaround times. OMDRRS was also developed in Visual Basic 6.0 programming language, calculates intelligent time slice after every round of execution (Goel and Garg, 2013). I3S is an open educational resource for simulation of the structure, functionality and performance of tasks scheduling in interactive systems, implemented in Python and PHP programming language (Fioravanti et al., 2016).

Table 9 Frequency of used metrics in the mapped articles

| Metric | Research field |  |  |
| :--- | :---: | :---: | :---: |
|  | Packet | $C P U$ | $V M$ |
| Average file delay | 3 | - | - |
| Average queue length | 1 | - | - |
| Average response time | - | 4 | 1 |
| Average slowdown | 1 | - | - |
| Average turnaround time | 1 | 50 | 3 |
| Average waiting time | 1 | 50 | 3 |
| CPU utilisation | - | 1 | 1 |
| Data dropped | 1 | - | - |
| End-to-end delay | - | - | 2 |
| Gini fairness index | 1 | - | - |
| Jair's fairness index | 1 | - | - |
| Latency bound | 1 | - | - |
| Load range | - | - | 1 |
| Load variance | - | - | 1 |
| Lost packet rate | 2 | - | - |
| Number context switch | - | 44 | 2 |
| Power | - | - | 1 |
| Satisfaction user | 1 | - | - |
| Scheduling overhead | - | 1 | - |
| Throughput | 1 | - | 1 |
| Variance inter service time | 1 | - | - |

Table 10 Frequency of used tools in the mapped articles

| Tool | Research field |  |  |
| :--- | :---: | :---: | :---: |
|  | Packet | $C P U$ | $V M$ |
| Simulator Java | 1 | 3 | - |
| Simulator C++ | - | 2 | - |
| Simulator Visual Basic | - | 2 | - |
| Simulator MATLAB | 2 | 1 | 2 |
| Simulator C\# | - | 1 | - |
| NS2 Network Simulator | 2 | - | - |
| CloudSim | - | - | 4 |
| SimGrid | - | - | 1 |

In the field of virtual machine scheduling, CloudSim and SimGrid are the most widely used tools. CloudSim seems to dominate this field. It enables modelling and
simulation of cloud computing systems and application provisioning environments. It is implemented with the Java programming language by Melbourne University, Australia (Goyal et al., 2012). SimGrid is a simulation toolkit for the article of scheduling algorithms for distributed application. It provides a set of core abstractions and functionalities to build simulators for specific application domains (Casanova, 2001). As an additional contribution, we found Eucalyptus that is an open-source software framework for cloud computing that allows users to run and control entire virtual machine instances deployed across a variety of physical resources (Nurmi et al., 2009).

### 5.4 Variants of round robin

In this section, we answer the research question RQ6, by indicating the latest variants of the round robin algorithm found in the mapped articles. We list the names followed by a brief description of the algorithm, as follows.

- Best time quantum round robin (BQRR) arranges the tasks in increasing order of their given burst times and chooses best time quantum depending on the mean and median of these burst times (Khokhar and Kaushik, 2017).
- Characteristic specific prioritised dynamic average burst round robin (CSPDABRR) uses predefined priority features for calculating priority of tasks and uses dynamic time quantum (Dash et al., 2015b).
- Standard deviation-based quantum round robin (DevRR) calculates the dynamic time quantum based on the standard deviation and average burst time of each task in a queue (Phorncharoen and Sa-Ngiamvibool, 2018).
- Dynamic average burst round robin (DABRR) uses dynamic time quantum instead of static time quantum used in round robin (Dash et al., 2015a).
- Dynamic quantum with re-adjusted round robin (DQRARR) arranges the tasks in ascending order according to their burst time present in the ready queue and calculated the optimal time quantum (Behera et al., 2011).
- Efficient dynamic round robin (EDRR) selects a most optimal dynamic time quantum to gain advantage of round robin algorithm (Farooq et al., 2017).
- Efficient dual nature round robin (EDNRR) uses round robin by setting the time quantum in the increasing order and decreasing order (Fayyaz et al., 2017).
- Enhanced round robin with burst-time-based time quantum (ERRBTQ) calculates time quantum as per the burst time of tasks already in ready queue (Indusree and Prabadevi, 2017).
- Enhanced precedence scheduling algorithm with dynamic time quantum (EPSADTQ) suggests that a priority should be assigned to each task based on balanced precedence factor. The method also uses the average as a time quantum (Rao et al., 2015b).
- Evolved round robin (eRR) customises dynamic quantum for each service in a real-time environment (Damera et al., 2016).
- Group-based time quantum round robin (GBTQRR) focuses on task only, defining a time quantum for every group of tasks (Mijinyawa and Abdullahi, 2017).
- Improved optimum dynamic time slicing round robin algorithm (IODTSRR) calculates the time quantum according to the state of queue along with the capability of executing ready tasks arriving at the same or different time (Ullah, 2017).
- Improved round robin cloudlet scheduling algorithm (IRRCSA) is a scheduling algorithm for the field of virtual machine. It uses several task queues and changes the quantum time according to the remaining time to complete the task (Banerjee et al., 2017a).
- Mixed round robin scheduling (MIXED) is the mix-up of three scheduling algorithm: min-max, avg-max, and best performance round robin (Banerjee et al., 2017c).
- Mode round robin (MRR) adjusts the time quantum repeatedly using mode dispersion measure in accordance with remaining CPU burst time (Verma et al., 2014).
- Modified round robin (MRR) calculates time quantum based on number of tasks and their priority (Singh and Agrawal, 2017).
- Modified median round robin algorithm (MMRRA) calculates time quantum based on middle number of the sorted burst time of tasks and on highest burst time (Mora et al., 2017).
- Modified round robin scheme with vigorous time quantum (MRRSVTQ) repeatedly elects an optimal quantum time during the execution of task, set time quantum actively on the base of task burst time that remains in ready queue (Dave et al., 2017).
- Optimum dynamic time slicing using round robin (ODTSRR) is proposed for time shared systems and is based upon dynamic time quantum (Hafeez and Rasheed, 2016).
- Optimal round robin using Manhattan distance (ORRSM) determines the time quantum by taking account the similarity or differences of the burst times tasks present in the ready queue (Srilatha et al., 2017).
- Priority dynamic quantum time scheduling algorithm (PDQT) prioritises the tasks in the ready queue and changing the quantum time of each round changing the quantum time for each task in each round depending on its priority (Mohammed et al., 2016).
- Randomised dynamic quantum (RDQ) generates random time quantum for each task (Riaz et al., 2018).
- Shortest queue of d with randomisation and round robin policies (SQ-RR(d)) combines randomisation techniques and static local balancing based on round robin policy (Garcia-Carballeira and Calderon, 2017).
- Time-since-last-service (TSLS-based) emulates round robin algorithm for wireless networks taking into account wireless interference and channel fading (Li et al., 2017).

As an additional contribution, we revised the technical and scientific literature in current year until April 2019 and found four new proposals, indicating that round robin algorithm remains to be a subject of interest of the scientific community.

- Enhanced round-robin-based job scheduling (ERRJS) calculates time quantum considering the execution time of the tasks in ready queue (Sahu et al., 2019).
- Fittest job first dynamic round robin (FJFDRR) uses dual ready queue and uses a priority factor that considers the arrival time of processes (Manuel et al., 2019).
- Priority-based round robin (PBRR) prioritises the tasks in the ready queue without changing the quantum time for each task (Zouaoui et al., 2019).
- Amended dynamic round robin (ADRR) selects the tasks that have lower burst times to be executed first (Shafi et al., 2019).


### 5.5 Citations rank

In this section, we answer the research question RQ7, indicating the ten most cited publications found amongst the mapped articles, c.f. Table 11. We opted to use the same data source to obtain this information for every mapped article. We used the Google Scholar database to have a verification system independent from the single data source (Fregnan et al., 2019). The numbers of citation of the articles were collected in April 2019.

Table 11 Higher frequency of citations by mapped article

| No. of citations | Title |
| :--- | :--- |
| 31 | An improved round robin CPU scheduling algorithm with varying time quantum (Mishra and Rashid, 2014) |
| 22 | Enhanced weighted round robin (EWRR) scheduling with DVFS technology in cloud (Alnowiser et al., 2014) |
| 21 | A new improved round robin (NIRR) CPU scheduling algorithm (Abdulrahim et al., 2014a) |
| 19 | Modified round robin algorithm for resource allocation in cloud computing (Pradhan et al., 2016) |
| 14 | A modified round-robin load-balancing algorithm for cluster-based web servers (Xu and Wang, 2014) |
| 13 | An enhanced scheduling in weighted round robin for the cloud infrastructure services (Basker et al., 2014) |
| 13 | Optimizing CPU scheduling for real time applications using mean-difference round robin (MDRR) algorithm |
| 13 | (Kiran et al., 2014) |
| 11 | An optimized round Robin CPU scheduling algorithm with dynamic time quantum (Dash et al., 2015a) |

## 6 Discussion and threats to validity

In this section, we evaluated the factors that influence the obtained results and the main limitations of this systematic mapping. We used 11 databases chosen amongst the leading ones of scholarly impact, offering significantly journal coverage and the authors that have higher h -indexes (Powell and Peterson, 2017). However, it is possible that our mapping did not find all existing variants of the round robin algorithms, because some authors used others terms and did not include the more general terms 'round robin algorithm'. It is important to note that many of the excluded studies applied some of the variants of the original round robin algorithm, but they did not present proposal of improvement or modification of the round robin algorithm. We use a single data source to collect the number of citations of the mapped studies, then it is possible that different information is found by other scientific databases. Besides, we recognise the potential limits of this approach because a high number of citations is not necessarily guarantees the important article on the subject (Fregnan et al., 2019). Our research procedure is based on the subjective evaluation of the studies by a single team, so it may not be representative for other research groups. In order to mitigate the possibilities of faults, the group was formed by researchers from different fields of software engineering and from different institutions.

## 7 Conclusions

Round robin scheduling algorithm is one of the most popular algorithms. Over the years, new proposals of this algorithm have appeared, seeking to improve it or adapt it to different applications. The systematic mapping presented in this article provides an overview of the proposals of the round robin algorithm, applied to software engineering. To answer our main research question, seven specific questions were defined encompassing publications regarding round robin algorithms, panorama, research fields, metrics, and tools used to validate the proposals. We sum up the main conclusions from the results found in our mapping:

RQ1 The articles that proposed variants of the round robin algorithm have been published from 2014 to 2018. Between 2014 and 2017, there is a higher frequency of proposals, with an average above 15 new algorithms by year. Until 2015, these articles used to be published in scientific journals, but as off 2016, they have been published in similar quantities, both scientific journals and conferences.

RQ2 The main mapped researchers were: Saleh E. Abdullah, by Nile University in Nigeria; N. Srinivasu and G. Rama Koteswara Rao, both researchers by Koneru Lakshmaiah Education Foundation in India. The more frequent mapped scientific journals were: International Journal of Computer Application and International Journal of Advanced Research in Computer Science and Software Engineering. Both journals published two articles in 2014 and one in 2015. The more frequent mapped conference was the International Conference on Electronics, Computer and Computation (ICECCO), which had two articles presented in 2017.
RQ3 The field of CPU scheduling was that with more proposals mapped, with an average of 10 articles per year. The field of network packet scheduling and the field of virtual machines and grid scheduling had an average of 1 article per year.
RQ4 In the packet scheduling research field, there is no standardisation of the metrics used, being the most frequent the average file delay and the lost packet rate. In CPU scheduling, the average turnaround time, the average waiting time, and the number context switch are metrics used in almost all mapped articles. These last three metrics are also widely used in mapped articles in the field of virtual machine scheduling.

RQ5 The research fields of packet scheduling and virtual machine scheduling are more advanced in terms of simulation support tools than the field of CPU scheduling. Network Simulator Version 2 (NS2) is the most simulators used in the field of packet scheduling. In the field of CPU scheduling,
their researchers have developed its owns tools. In the field of virtual machine scheduling, CloudSim and SimGrid are the most widely used tools.

RQ6 The recent articles regarding round robin algorithms reveal that its use on task scheduling is a hot research theme in the world of real-time systems with articles published until current year.
RQ7 The proposal of Mishra and Rashid (2014) were the most cited, with 31 citations. Both the proposal of Alnowiser et al. (2014) and of Abdulrahim et al. (2014a) had more of 20 citations. There are still others with more of ten citations.

The exhaustive work for the selection of the articles does not ensure that all the variants of the round robin algorithm were included in this systematic mapping. However, it ensures a sampling of good quality that can help researchers who wish to know the current proposals of this algorithm. This article showed that the research regarding the improvement in the round robin algorithm continues active, indicating that round robin remains one of the more efficient of scheduling techniques in fields of researches of packets, CPU and virtual machine scheduling. Besides, this mapping study showed that there is a lack of standardisation in relation to metrics in the field of packets scheduling and virtual machine scheduling and of tools for the field of CPU scheduling.
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