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Objective

• Glyphosate-based herbicides (GBH) are widely used pesticides
around the world. Its wide application, however, may threaten
ecosystems and human health [1].

• Among contaminated environments, soil is the first site of
deposition from which GBH molecules are carried to other
natural resources. In this environment, earthworms are
bioindicators of GBH contamination [2].

• However, environmental monitoring of GBH is still scarce in
many countries due to the cost and equipment involved in its
detection [3].

• To address this issue, developing machine learning models can
be an effective and cost-efficient alternative for identifying
contaminated environments and organisms.

We tested if machine learning models of earthworm image
classification can be used to identify GBH-exposed environments.

Laboratory experiments to collect images of earthworms
exposed to GBH

1)

Image augmentation and models definition2)

• We generated 20 artificial images (AI) variations of each original
image (OI) using data augmentation techniques of imgaug library [4].
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• Then, using OI and AI, we created four models:

OI-4G
Model with OI from all groups (CTRL,
GBH1.5, GBH3, and GBH6).

OI-2G Model with OI from CTRL and GBH6
groups.

AI-4G Model with OI plus AI from all groups
(CTRL, GBH1.5, GBH3, and GBH6).

AI-2G Model with OI plus AI from CTRL and
GBH6 groups.

Artificial-images 
models

• Randomly, images were distributed to train (85%) and test (15%) the
models.

Machine learning experiments3)

• The models were trained six times each in Google’s Teachable
Machine with 50, 20, and 10 epochs (learning rate=0.001; batch
size=16).

• The accuracy was compared using two-way ANOVA, followed by
Tukey’s multiple comparisons test.

• The models were tested using Python with test images.

It is possible to detect the presence of GBH in the soil by
evaluating earthworm images using machine learning models,
even with small sample sizes (photos) and without images
created artificially. Models need to be improved to detect the
concentration of GBH.
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When tested, however, AI models had lower accuracy compared to
OI models (Table 1).

Model OI-4G OI-2G AI-4G AI-2G

Test accuracy 47% 86% 38% 65%

Figure 1. Models' accuracy (%) in the training stage. Two-way ANOVA, followed
by Tukey’s multiple comparisons test. **p<0.002 in model AI-2G vs. the others.
***p<0.0001 in models OI-2G, AI-4G, and AI-2G vs. OI-4G.

Table 1. Models’ accuracy (%) in the test stage.

The best performance of OI-2G can also be seen in the confusion
matrix (Figure 2):
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Figure 2. Models’ confusion matrix of the test stage.

In the training stage, the OI-2G model showed better accuracy
when trained with 50 epochs (P=0.02), but the AI-2G model
presented the best accuracy in all epochs tested (P<0.002). In
contrast, the OI-4G model presented the worst performance
compared to the others (P<0.0001) (Figure 1).

https://imgaug.readthedocs.io/en/latest/

