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Abstract. We contribute a domain–specific and technology agnostic API for im-
plementing integration processes executed in Trusted Execution Environments
to prevent data exfiltration at run–time. We demonstrate its potential with a use
case implemented with compartments created on Morello Boards.

1. Introduction
Integration processes are applications that retrieve data from several remote and

independent services and process it locally to implement new services. They are com-
mon in smart cities and other domains. Current integration processes protect data in
transit but lack mechanisms for preventing data exfiltration at execution–time. A solu-
tion is to execute the integration process within a Trusted Execution Environment (TEE)
implemented in hardware such as Intel SGX, Amazon Nitro and Morello Board Com-
partments1 [Intel 2025, ARM 2025]. These and similar technologies offer APIs that are
i) technology specific and ii) general purpose. As a result, TEEs are hard to use in in-
tegration processes. Our API can solve the problem, it includes typical operations of
integration processes.

2. Functionality of the API in a Typical Scenario
Imagine a store that offers complimentary taxis to customers that spend at least

$150. We have implemented this scenario (see Figure 1) with our API as an integration
process that securely integrates two services: (i) a Store Service that provides data con-
taining customers’ phones, addresses and receipts; (ii) a Taxi Service that takes bookings.
The Integration Process is a client of the Store and Taxi services that acts as servers.
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The interaction is mediated by the Launcher that ensures secure communication, enforces
execution environment attestation, and manages cryptographic operations, enabling the
secure integration of remote applications operating in conventional environments. The
Launcher also manages the Code Repository, retrieving, compiling, and deploying the
Integration Process into a secure memory compartment.
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Figure 1. Scenario for implementing the integration process using a TEE.

The workflow begins when the Integration Process issues a 1) read() request,
which the Launcher translates into a 2) request() and forwards to the Store Service,
returning encrypted data. After identifying eligible customers, the Integration Process
executes a 3) write() operation, which the Launcher translates into a 4) post() to
securely transmit customer details to the Taxi Service while ensuring data protection.

The proposed API functions as an abstraction layer, decoupling the domain-
specific API (focused on service integration) from the TEE-specific API (responsible for
execution, attestation, and security policies). This separation enables integration pro-
cesses to be deployed across different TEEs, such as Intel SGX, AWS Nitro Enclaves,
and Morello Board compartments, without requiring modifications to their core logic.
The Launcher ensures that only attested integration processes interact with Remote Ap-
plications. If Morello were replaced by Intel SGX, the overall workflow would remain
unchanged, requiring only adjustments to attestation mechanisms (e.g., Intel Attestation
Service (IAS) versus Morello’s compartmentalisation model). The Launcher manages ex-
ecution by invoking API functions such as read(), request(), write(), and post()
to securely communicate with Remote Applications. The complete source code for this
case study is available at: https://github.com/gca-research-group/tee-compart
imentalisation-study-case

3. Conclusion and Future Work
We have proposed the use of commodity TEEs to prevent data exfiltration in in-

tegration processes. Specifically, we implement an intermediate abstraction layer that
decouples a general-purpose programming API from a domain-specific API designed for
digital service integration, which abstracts key actions such as secure reading and writ-
ing. Future work will focus on extending the case study to additional TEE, including
AWS Nitro Enclaves, Intel SGX, AMD SEV, and ARM TrustZone, to evaluate the API’s
adaptability across different TEEs.
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