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Abstract

The increasing demand for companies to reduce the IT infrastructure (on-premise) are driving the adoption
of a type of cloud computing category known as Infrastructure-as-a-Service (IaaS) to provide virtualized
computing resources over the Internet. However, the choice of an instance of virtual machine whose
configuration is able to meet the demands of the company is a complex task, especially concerning the price
charged by providers. The lack of transparency of the mechanism of definition of the prices adopted by
providers makes difficult the decision-making process, considering the influence of several factors on the
final price of the instances, among them the geographical location of the data center. In view of this problem,
this work presents a new proposal of price modeling of instances using multiple linear regression model,
including the geographical location of the data center as one of variables of the model. To verify the accuracy
of the regression model proposed, the calculated prices were compared to real prices charged by IaaS providers
Amazon EC2, Google Cloud Platform e Microsoft Azure.

Key words: Cloud Computing; Enterprise Application Integration; Infrastructure-as-a-Service; Linear
Regression; Pricing Model

Resumo

A crescente demanda por parte das empresas para reduzir a infraestrutura de TT local estd impulsionando a
adocdo de um tipo de categoria de computa¢do em nuvem conhecida como Infraestrutura-como-um-Servico
(IaaS) para fornecer recursos de computacdo virtualizados pela Internet. No entanto, a escolha de uma instancia
de maquina virtual cuja configuracdo seja capaz de atender as demandas da empresa é uma tarefa complexa,
especialmente no que se refere ao preco cobrado pelos provedores. A falta de transparéncia do mecanismo de
defini¢do dos precos adotados pelos provedores torna dificil o processo de tomada de decisdo, considerando a
influéncia de varios fatores sobre o preco final das instancias, dentre eles a localizacdo geografica do data
center. Diante deste problema, este trabalho apresenta uma nova proposta de modelagem de precos de
instancias usando o modelo de regressdo linear multipla, incluindo a localizacdo geografica do data center
como uma das variaveis do modelo. Para verificar a precisdo do modelo de regressdo proposto, os precos
calculados foram comparados aos precos reais cobrados pelos provedores de IaaS Amazon EC2, Google Cloud
Platform e Microsoft Azure.

Palavras-Chave: Computacdao em Nuvem; Infraestrutura-como-um-Servi¢o; Integracao de AplicacOes
Empresariais; Modelo de Precos; Regressdao Linear
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1 Introduction

Cloud computing, where users of different
profiles can develop, implement and execute
their applications through the Internet, arises as a
new concept in the field of information technology.
Because it is considered a promising model, cloud
computing industry is expected to reach the mark of
241 billion dollars by 2020 (Singh and Dutta; 2015).

According to Alkhalil et al. (2017), the decision
to migrate to the cloud is still considered
complicated due to the immaturity and dynamic
evolving the nature of the cloud environment.
However, the authors point out that migration is a
strategic organizational decision that can improve
performance, productivity, growth and increase
competitiveness. Moreover, for those who wish to
reduce the costs of acquisition and maintenance of
computational infrastructures, without performance
loss, cloud computing constitutes a great alternative.
Studies based in simulations estimate that, in a time
cycle of a little more than a decade, the total cost of
implementing and maintaining a cloud environment
may be up to two thirds lesser than keeping a
traditional non-virtualized data center (Chun and
Choi; 2014).

Generally speaking, cloud computing services can
be grouped in three main modalities: Software-as-
a-Service (SaaS), Platform-as-a-Service (PaaS) and
Infrastructure-as-a-Service (IaaS). In Saa$, the user
utilizes a certain software and pays for the utilization;
in PaaS, the user has an environment to project, test
and implant applications; in IaaS, the user hires
virtual machines and manages the computational
resources in any way they want.

In cloud computing, the user utilizes the several
services that the cloud offers the same way as if they
were installed in their own computer. However, the
main attraction of cloud computing is still its cost-
benefit ratio, in which the user pays only for what
they use (pay-per-use model). In this model, the
charge is based on the service and not on the product.
In IaaS, for example, in case the user needs a virtual
machine to execute an application, they hire them
for the period that they want and, afterwards, they
can simply cancel the service.

The infrastructure services in IaaS are offered by
providers which make them available in the form of
groups called instances. The instances are made up
of a predefined quantity of computational resources
in virtual machines hosted in servers in the cloud,
available to be hired by the users. The computational
configuration of the instances are defined aiming
to contemplate all user profiles, varying from
smaller configurations, usually recommended for
users with small demands, to larger configurations,
usually recommended for large companies which
have a great number of applications being executed
simultaneously.

The quantity of resources of the virtual machine
instance is what defines its price. However, there is
no unanimity regarding the presence of a mechanism
used by the providers able to calculate exactly how
much an instance costs. Researches indicate that
this mechanism of price definition exists indeed
(Murthy et al.; 2012; El Kihal et al.; 2012; Mitropoulou
et al.; 2016); on the other hand, others claim and

demonstrate that the definition of these prices is
more complex than it is imagined (Al-Roomi et al.;
2013; Mazrekaj et al.; 2016; Menzel and Ranjan; 2012).
What is certain up to the moment is that choosing the
best instance is becoming an increasingly difficult
task, considering the great number of providers and
the countless instances offered by each of them.

Some important questions may arise at the
moment of choosing a new instance. Not always
the option for the smallest price is the best choice.
Opting for a cheaper instance might compromise the
execution of the application for which the virtual
machine has been hired, because it might not
have the necessary computational resources for a
good performance of the application. Similarly, by
acquiring a more expensive instance only because
it has more computational resources to execute
an application which does not demand as many
resources, the user will be unnecessarily increasing
the cost. According to Soni and Hasan (2017), despite
several pricing models offered by providers, the ideal
price is one that maximizes revenue for the provider
and increases the quality of services to end users.
In this cases, it is important to be attentive to the
application requirements in order to avoid hasty
decisions.

Despite the several doubts in the decision-making
process, companies are appearing as high potential
customers for cloud computing (Marston et al.;
2011). In the research field called Enterprise
Application Integration (EAI), this new model
provides a high capacity computational infrastructure
at a low cost, where integration solutions can be
implanted and executed. The integration solutions
are extremely important in the process of integrating
the applications because they are softwares that
act as a communication link between the countless
heterogeneous applications which form the software
ecosystem of the companies, making it possible for
them to share information in a fast and efficient way,
improving their business processes (Frantz et al.;
2016).

Due to the increasing advances in cloud computing,
there is a tendency of migration of some applications
from companies’ data centers to virtual machines in
the cloud. Consequently, for a company to be able to
integrate these applications, the integration solutions
should be created in a way that their implantation and
execution also occur in a virtual machine in the cloud.
This is because, in the current model, the companies
need large investments in local computational
infrastructures, because they need a large volume of
applications being executed simultaneously to keep
their activities in full operation.

However, even knowing that the cloud provides
the companies with more powerful machines at a
low price, it is necessary to know how to determine
which instance of virtual machine will meet the
requirements of computational resources as well as
other requirements that a solution might demand,
like, for example, the geographical location of the
data center, so that it is, economically, the best choice
for the company.

The geographical location of the data center is
one of the factors that directly influence the price
of the instances and also the quality of service
offered by providers, but many researches do not
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consider it in their works. Generally, there is a
big large price oscillation between the different
countries and continents in which the providers have
hosted data centers. This variation occurs due to
different taxation and values of physical resources.
Countries that develop their own technology (physical
resources) and management tools provide greater
agility in updating and improving their data centers.
In this context, providers that have this capability,
when setting different prices for different regions,
offer more options in the pursuit of economy and
performance.

In addition, the use of servers located in different
locals allows the execution of virtual machines at
times of less traffic and computational demand.
However, it is worth to evaluate the latency provided
by the geographical distance. Another aspect
concerns the lows that some countries have and that
prevent certain categories of companies from hosting
their information outside the country. In this sense,
it is necessary for the company to verify the current
legislation in its field of activity.

Even with significant investments from the
companies being made in cloud computing and, given
the importance of the integration solutions for the
integration of their applications, the providers do
not offer a method which describes, in details, the
variability of the services and their restrictions, so
that these models could be used in the decision-
making process (Hernandez et al.; 2015).

This article seeks, through mathematical
modeling, to develop a model capable of making
the price policy adopted by IaaS providers more
transparent, including the geographical location
of the data center in the set of it variables, with
the purpose of helping the companies choose the
best provider/instance to implant and execute
their integration solutions in the cloud. For that,
we present a new proposal of price modeling for
the instances offered by three cloud computing
providers. Amazon EC2 (Amazon; 2017), Google
Compute Engine (Google; 2017) and Microsoft Azure
(Microsoft; 2017). These providers were chosen by
Gartner’s 2016 Magic Quadrant for IaaS and because
of their market position and number of users in the
cloud community.

The rest of the article is organized in the following
manner: section 2 summarizes the related works
which present modeling proposals and studies of the
price policy applied by cloud computing providers;
section 3 presents a set of hypotheses and data
for the mathematical modeling of the problem,;
section 4 presents the results obtained from the
proposed model and their discussion; in section 5,
the conclusions are presented.

2 Related Work

The works presented in this section aim to
understand how the IaaS providers determine
the price policy applied to their services. The
perception inside the academic community is that
this understanding is not an easy task, what may
justify the different approaches adopted by the
authors in their researches.

Menzel and Ranjan (2012) consider the selection
of cloud services a critical problem and impossible
to be resolved manually due to the heterogeneity
of the criteria and of the complex dependence
between the infrastructure services. To help with this
decision-making process, they proposed a framework
called CloudGenius, which, through a mathematical
approach, defines parameters that characterize a
given infrastructure in the cloud. CloudGenius is
capable of dealing with the decision-making process
as a multi-criterion problem, because it considers
several configuration elements. The hierarchy of the
services practiced by CloudGenius is based on three
main objectives: best price, best latency and best
Quality-of-Service (QoS). From these objectives arise
other criteria like, price per hour, average network
latency, performance (CPU, memory and storage) and
time of activity.

Al-Roomi et al. (2013) make a comparison of
price modeling techniques applied and proposed,
highlighting the pros and cons of each one. The
comparison is made considering aspects like equity,
prices approach and time of utilization. Regarding
equity, the authors claim that most researches are
biased to providers, which aim at increasing revenue
and reducing costs. Regarding prices approach, the
authors classify them as static or dynamic, and they
might depend on several factors, like the user profile
and the QoS level. Regarding the time of utilization,
they identified techniques based on the period of
subscription, aimed at users with large utilization,
and based on the pay-per-use model, for users with
small utilization.

Huang et al. (2015) propose to the providers, from
a mathematical point of view, a hybrid strategy of
prices, in which fixed prices for reserved services
and spot prices for services on-demand are available
simultaneously. They assume that the spot prices
are associated to the risk of interruption of the
services, that is, the customer that utilizes the spot
prices range may not have their task concluded, and
analyze if the computation services of this modality,
defined as Damaged Services, are valuable to the
provider, with the risk of their services becoming
less attractive to the users. The comparison between
these three kinds of service offers and price strategies
has been based in the following aspects: provider’s
profit, consumer surplus and satisfaction. The
authors concluded that the provider should use the
strategy of hybrid pricing only when the clients
are susceptible to the interruption of the service
or when the values among the models that form
the hybrid model are very different. One of the
limitations of the research is that only one provider
has been considered, eliminating the possibility of
competition, fact which may significantly alter the
profitability of the analyzed provider.

Ouarnoughi et al. (2016) present a cost model
for cloud storage systems of IaaS level. According
to them, among the computational resources
which form the virtual machines instances, the
storage system is responsible for the biggest energy
consumption in a virtualized environment, what
justifies the creation of a cost model for such service.
In the proposed model, they consider aspects like
the virtual environment, energy and QoS in terms of
Service Level Agreement (SLA). The model validation
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has been performed through a comparison to the
real values and the results obtained were considered
satisfactory.

Singh and Dutta (2015) propose a price preview

algorithm for the Spot instances of Amazon AWS.

They consider that, despite Spot instances being
cheaper, many users are in doubt regarding the
value they should offer at the auction platform in
which the provider makes available the non-used
computational capacity, because they don’t know
what the spot price will be like in the future, due to
the dynamic of the prices of this kind of instance. The
algorithm developed allows the spot price preview in
short term and long term (one and five days ahead,
respectively). The authors could preview the spot
price with error inferior to 10% in short term and
inferior to 20% in long term.

Portella et al. (2017) statistically analyze a set
of six instances using two cloud pricing models of
Amazon EC2 provider: On-demand and Spot. The
analysis of the On-demand instances resulted in
multiple linear regression equations that indicated
that processor and RAM memory are the variables
that most influence the price composition of the six
instances analyzed. The analysis of the Spot model
showed that the same instances can be acquired on
average by offers close to 30% of the value paid
when compared to the On-demand model, and with
a greater availability, generally above of 90%.

Hinz et al. (2016) present a charging model called
Virtual Power, which analyzes the individual quantity
of energy consumed by each virtual machine, more
specifically the electric energy consumed by the
processors, and compare it to the charging model
of Amazon EC2. According to them, the cost models
applied by the main IaaS providers do not consider
the percentual of use, but only the quantity of
processors allocated by each virtual machine, what
does not represent the resources consumption of a
data center. The authors consider that, contrary to
what is practiced, there should be a fair share of this

kind of charge between the users of virtual machines.

They understand that a virtual machine which uses
less computational resources of a server should pay
a smaller value when compared to another which
consumes more resources.

Wang et al. (2017) analyze the costs of a new
pricing model in the Infrastructure-as-Service
market, the Scheduled model. In this option, the
number of instances, as well as the start and end
times of the instances are scheduled. The authors
propose a strategy to select an optimal combination
of Scheduled instances coupled with On-demand and
Reserved instances to optimize users’ costs. They
use a set of hourly workload distributions to verify
their proposal.

Even though many researchers are looking for the
best way of understanding the price policy used by
[aaS providers, the majority of the works studied
analyze a small set of variables. Besides, many of
them direct their attention to the models of hiring. In
this new proposal, a multiple linear regression model
is used aiming to contemplate a larger number of
variables, including the geographical location of the
data center in the set of qualitative variables, so that
they can be selected considering the particularities
and specifications of the integration solutions.

The linear regression as a price modeling tool
was also used in the researches of El Kihal et al.
(2012) and Mitropoulou et al. (2016, 2017). The first
uses it to analyze the prices of only one provider,
hindering a Cross-Provider comparison, that is, a
comparison capable of analyzing more than one
provider in the same proposal (Hernandez et al.;
2015). Besides, important variables in the price
formation of the instances like the operating system
and the geographical location of the data center are
not considered; the second, despite contemplating a
large number of providers, instances and variables,
presents a regression models (linear and exponential)
with a coefficient of determination below 60% for
both, i.e., the models cannot adequately capture
pricing dynamics.

In view of this reality, where the literature review
indicates the lack of works that use the geographical
location of the data center as a variable in most of
researches present in the different cloud computing
fields, this paper presets a multiple linear regression
model that includes the geographical location of the
data center in the set of qualitative variables, proving
it influence on the prices charged by providers. We
also present a regression model as a simple and fast
mechanism able to help companies in this decision-
making process of the best provider/instance for
migration of these solutions is an important step
in the context of EAI

3 Mathematical Model Proposed

In this section is presented a proposal of price
modeling of the instances of virtual machines offered
by cloud computing providers in the context of
IaaS. The main differential of this proposal is the
focus directed to the EAI, more specifically to the
migration of integration solutions to the cloud. As
a consequence, some assumptions need to be made
in the process of modeling, having the companies
as target audience and considering very specific
objectives, which are approached in detail in the next
subsections.

3.1 Problem Definition

Many are the factors that directly influence the final
price adopted by the providers. In this scenario, the
main hypothesis consists in always searching for
the cheapest instance of the three providers and,
at the same time, that the instance is capable of
offering an ideal QoS. In this work, we assume
that the ideal QoS occurs when the instance of
the virtual machine has a configuration capable of
supporting the computational demand required by
the integration solution within a specified cost.

The cost of an instance is directly proportional to
the quantity of computational resources which form
the configuration of the virtual machine. However,
other factors also contribute significantly to the
formation of its final price. The choice of the
operating system, the type of storage and the
geographical location of the data center are examples
of important variables which may result in a big price
difference.

Regarding the operating system, the prices of the
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instances are smaller in the case of virtual machines
that use Linux instead of Windows, what can be easily
verified with a simple consultation at the providers
websites. In some cases, variations may also occur if
the platforms are different.

The geographical location of the data center for the
hosting of the virtual machines is one of the factors
that most affect the prices of instances. Besides,
the countless possibilities of location around the
world make the decision-making process a lot more
difficult. In these cases, the search for the place with
the smallest price is not always simple, because the
user may not be able to host the applications in the
cheapest place due to specificities in the legislation
of each region.

The IaaS providers offer to the users different
forms of hiring services and, among them, On-
demand and Reserved modalities are the most
common. In On-demand modality, the user pays for
what is used, and they can suspend the service at any
time. In Reserved modality, the service is hired by a
determined period of time, usually in years. Amazon,
for example, also offers to their users Spot instances,
in which the user participates of a kind of auction
for the computational capacity not used. However,
in this modality, there is a risk of the service being
interrupted at the moment when the user offer is
below the spot price, which is defined by the provider
itself based on the supply and demand for available
capacity. As an attractive factor, savings in relation
to On-demand modality can reach up to 90%.

Regarding the economy, a good alternative to
the users are the countless modalities of discounts
offered by the providers. This stems from the
necessity of standing out in the market of cloud
computing at IaaS level. In a general way, in the
Reserved instances, for example, the value of the time
fees (computed in hours or minutes) tends to decrease
as the hiring time period increases. There are also
cases when by paying in advance a percentual of the
total cost, the user obtains a discount. The larger the
percentual of this payment, the larger the discount
obtained. Other modalities of discount found are for
virtual machines hosted in specific regions (Amazon;
2017), for percentage of monthly utilization of the
virtual machine (Google; 2017) and for instances with
cost higher than a pre-established value (Microsoft;
2017).

3.2 Definition of Variables and Data Analysis

The data collection process is an important step in the
modeling process. Because of this, a large quantity
of data of prices of instances has been collected
directly from the sites of the chosen providers. The
charge is made per hour of utilization and the billing
model adopted was On-demand, because it suits the
majority of user profiles. In this model, there is
no long-term commitment and the user can cancel
the service at any time. In the Reserved model, for
example, the user hires an instance for a determined
period of time.

From the large quantity of data obtained, a
small sample formed by a group of four instances
was selected. They were chosen considering the
availability in more geographical locations. In
this proposal, the options of locations for each

1.2

1,0

0,8

0,6

Price per hour (US$)

0,4 -

CPU (Windows)
Memory (GB) (Windows),
CPU (Linux)

Memory (GB) (Linux)

0,2 4

44080

0,0

0 5 10 15 20 25 30 35
Computational resource

Figure 1: Computational resources versus price per
hour in Amazon for operating system Windows and
Linux

provider are restricted to two, and they were chosen
considering: (i) the smallest price, (ii) availability
in Brazil and (iii) the variability of instances. For
the provider Amazon were selected the regions US-
East/US Standard and South America; for Google, the
selected regions were United States and Europe; for
Azure, we opted for the regions Central US and Brazil
South.

Among the countless instances offered by the three
providers, we opted for a group of smaller instances
and with similar configuration. The instances of the
three providers chosen are formed by the quantities
of the following computational resources: memory,
CPU and storage. There might be differences in the
nomenclature of these resources, depending on the
provider. Considering that the integration solutions
are applications which do not need a lot of storage
space and that each instance already contemplates at
least one quantity of this resource, we opted for its
exclusion as a quantitative variable of the model. So,
the model now has only two quantitative variables:
CPU and memory. For the quantitative variables we
opted for operating system and geographical location
of the data center, both for presenting noteworthy
influence over the final price of the instances.

The main objective of the sample was to analyze
the behavior of the price of instances through
variation of the main computational resources. Tab.
1 presents the instances of each provider with the
respective computational resources which form them.

Aiming to justify the option for multiple linear
regression, dispersion charts have been used to
verify the form of distribution of the data collected.
The markings on the graphics represent the four
instances of the respective providers, from the
smallest to the largest. In practically all the
situations, it is noted that the price of instances
which use Linux as operating system of their virtual
machines is smaller, except for Google, in which
some prices are the same.

Fig. 1 and 2 presents the dispersion chart of the
quantity of CPU and memory versus the price per
hour of utilization for the provider Amazon. The
billing model adopted was On-demand. In Fig. 1
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Table 1: Group of instances chosen

Provider Instance Number of CPU’s  Memory (GB)
m3.medium 1 3,75
m3.large 2 7,5
Amazon m3.xlarge 4 15
m3.2xlarge 8 30
ni-standard-1 1 3,75
ni-standard-2 2 7,5
Google ni-standard-4 4 15
ni-standard-8 8 30
Av2 1 2
A2v2 2 4
Azure ALV2 4 3
A8v2 8 16
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Figure 2: Computational resources versus price per
hour in Amazon for geographical location US
East/US Standard and South America

were analyzed the prices of the four instances of
Amazon, varying only the operating system of the
virtual machine, maintaining fixed the region US
East/US Standard. A linear behavior is perceived
in all the combinations between CPU resources and
memory and the operating systems Windows and
Linux. In Fig. 2, we varied the geographical location,
South America and US-East/US Standard, and the
operating system Windows was maintained. Again,
a linear behavior is present in all the combinations
between computational resources and geographical
locations.

Fig. 3 and 4 presents the dispersion chart of the
quantity of CPU and memory versus the price per
hour of utilization for the provider Google. The price
layer adopted was Regular. In Fig. 3 were analyzed
the prices of the four Google instances, varying the
operating system of the virtual machine, maintaining
the region United States. In Fig. 4, we varied
the geographical location, Europe and United States,

and the operating system Windows was maintained.

Again is detected the presence of linear behavior in
the combinations of the computational resources with

the operating systems and the geographical locations.

Fig. 5 and 6 presents the dispersion chart of
the quantity of CPU and memory versus the price
per hour of utilization for the provider Azure. The
price layer adopted was Standard. In Fig. 5 were
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Figure 3: Computational resources versus price per
hour in Google for operating system Windows and
Linux
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Figure 4: Computational resources versus price per
hour in Google for geographical location Europe and
United States

analyzed the prices of the four Azure instances,
varying the operating system of the virtual machine,
maintaining the region Central US. In Fig. 6, we
varied the geographical location, Brazil South and
Central US, and the operating system Windows was
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Figure 5: Computational resources versus price per
hour in Azure for operating system Windows and
Linux

0,8 -
06
04
7
0,2 1
7
%
2 4 6 8

Price per hour (US$)

CPU (Central US)

Memory (GB) (Central US)
CPU (Brazil South)
Memory (GB) (Brazil South)

0,0 T
10 12 14 16 18
Computational resource

0

Figure 6: Computational resources versus price per
hour in Azure for geographical location Central US e
Brazil South

maintained. Once more there is the predominance
of linear behavior in all the combinations between
the resources of CPU and memory with the operating
systems and the geographical locations.

3.3 Regression Model

The presence of more than one independent variable
considered in the model makes necessary the use of
multiple linear regression. With it, it is possible
to estimate the individual cost of the features
which influence the final price of the instances
through calculation of the coefficients related to
each one of the variables of the model (Wonnacott
and Wonnacott; 1990). The model adapted for this
proposal is described by Equation (1).

Ci =do + 1X;j + A X5 + ..o+ AnXpj + € i=1,...,k (1)

Where:

- irefers to the i-th instance, to any of the providers
chosen;

+ n is the number of variables of the model;

- k is the total number of instances;

« (; is the final price of instance i;

+ ap are the coefficients of the regression to be
calculated, that is, the slice of participation of the
feature X,; in the final price of instance i;

+ X,; are the independent variables of the model; in
this case, each one of the features which influence
the final price of instance i;

+ ¢; is the residual error of the regression for each
instance i.

The quantitative variables of the model are
composed by hardware requirements, CPU and
memory, and the qualitative variables are composed
by software requirements, in this case, operating
system and geographical location of the data center.
The representation of the qualitative variables of
the model are made through Dummy variables, in
which a determined category can assume the value
0 or 1 (Wonnacott and Wonnacott; 1990). Dummy
variables are previously defined and inserted in the
model and they represent the variables that cannot
be quantified.

In the Equations (2), (3) and (4) are presented
the regression models obtained for the price
modeling of the providers Amazon, Google and Azure,
respectively. The Dummy variables assigned to
the operating system (OS in the equations) are 1
for Windows and o for Linux and, concerning the
geographical location of the data center (GL in the
equations), the corresponding values to 0 and 1
depend on each provider, namely: for Amazon, 1
corresponds to region South America and 0 to US-
East/US Standard; for Google, 1 refers to the region
Europe and 0 to United States; for Azure, 1 refers to
the region Brazil South and o to Central US.

C; = -0,172+ 0,112 - CPU + 0,236 - 0S + 0,107 - GL (2)

0
I

-0,0825+ 0,07 -CPU + 0,15 - 0S + 0,015 - GL (3)

C; = -0,118+0,0772-CPU+0,109-0S+0,0944-GL (4)

The values of the coefficients of determination R?
adjusted from the regression models calculated were
90,7% for the Amazon model, 91,6% for the Google
model and 92,3% for the Azure model. These values
indicate that the model is capable of explaining the
data collected satisfactorily. As to the significance
level of the models, considering a level of 5%, all
obtained good results.

The variance inflation factor (VIF) calculated
indicated that the independent variables are not
correlated. The complete diagnosis of the residue was
also performed. The Shapiro-Wilk test shows that
the residue is normally distributed. The influence
diagnosis through DFFITS shows the presence of two
influent points for the Amazon and Azure models
and four points for the Google model. Tests have



Belusso et al./ Revista Brasileira de Computagdo Aplicada (2018), v.10, n.2, pp.44-53 | 51

Table 2: Results of the model for Amazon

Instance Operating System  Geographical Location Price* Price by Model*
. South America 0,158 0,283
m3.medium Windows US-East/US Standard 0,130 0,176
: . South America 0,095 0,047
Linux US-East/US Standard 0,067 -0,06
. South America 0,316 0,395
Windows US-East/US Standard 0,259 0,288
m3.large Linux South America 0,190 0,159
US-East/US Standard 0,133 0,052
. South America 0,633 0,619
m3.xlarge Windows US-East/US Standard 0,518 0,512
: . South America 0,381 0,383
Linux US-East/US Standard 0,266 0,276
. South America 1,265 1,067
m2.2xlaree Windows US-East/US Standard 1,036 0,960
3 g Linux South America 0,761 0,831
US-East/US Standard 0,532 0,724

*Price per hour (in US Dollars).

been performed through withdrawal of these influent

points and there was an improvement in the results.

However, considering that the sample is composed
by only 16 observations, it was assumed that the
withdrawal of more than 10% of the observations
would not be ideal.

It is possible to observe that not all the factors
were significant to the price modeling, for example,
memory, and, among the influential factors, the
operating system is the one that most affects the final
price, because it has the largest regression coefficient.
The positive coefficients obtained in relation to the
operating system Windows mean that, when opting
for a virtual machine that uses this operating system,
there is an increase in the final price of the instances,
that is, an instance is more expensive if it uses
Windows instead of Linux, what is in agreement
with what had been identified during data collection.
The same interpretation is valid for the geographical
location of the data center, in which one of the places
is cheaper than the other (except in some Google
instances, where the values are the same in the two
chosen regions).

4 Discussion of Results

Tab. 2, 3 and 4 present the prices of the instances
calculated with the regression models obtained in
subsection 3.3 for the providers Amazon, Google and
Azure, respectively. For the purpose of comparison
with the values obtained by the models, the real price
practiced is also shown.

Tab. 2 regarding Amazon, it is possible to notice
that, concerning the instance, the prices obtained
by the regression model were closer to the real
values in the instance m3.xlarge. Concerning the
operating system, the results obtained were similar
for Windows and Linux, that is, it is not possible to
affirm to which of the operating systems the model
was more efficient. The same conclusion applies to
the geographical location of the data center.

Tab. 3, regarding Google, the values obtained
for the instance ni-standard-4 were the most
satisfactory, because there is little difference between

the price practiced and the price calculated by the
model. Concerning the operating system and the
geographical location of the data center, the values
change in a way that it is not possible, at least
visually, to identify for which of them the model
obtained better results.

Tab. 4 the most satisfactory results were obtained
for instance A4v2. Again, it is not evident for which
operating system or geographical location of the data
center the model presents better results.

The presence of a bigger discrepancy among some
of the real prices and the prices calculated by the
three models and of a negative value for one of the
instances of each provider indicate the necessity of
improving them. The choice for using small values
may be one of the causes of these differences to
seem bigger than they really are, in view of the high
values of the determination coefficients obtained.
One alternative would be working with the prices
considering a more extended period of time, resulting
in higher prices and easier to be modeled. Besides,
it is known that the prices are influenced by many
aspects and, by the addition of new variables to the
models, the results tend to improve considerably. We
should not forget to consider, however, that most
models present non-linearities and, because of this,
modeling might be compromised.

5 Conclusion

In this work was presented a proposal of modeling of
the prices of instances practiced by cloud computing
providers in the IaaS context using a multiple linear
regression model. We opted for analyzing the price of
a small group of instances practiced by the providers
Amazon, Google and Azure, due to their prominence
in the cloud computing market.

The preliminary data analysis, the linear behavior
present in the dispersion charts and the presence of
multi variables made the multiple linear regression a
good option for the modeling of the problem. Some
simplifying hypotheses for the creation of this new
methodology were discussed and some graphics were
used to justify the model choice.



52 |

Belusso et al./ Revista Brasileira de Computagdo Aplicada (2018), v.10, n.2, pp.44-53

Table 3: Results of the model for Google

Instance Operating System  Geographical Location Price* Price by Model*
. Europe 0,09 0,1525
Windows United States 0,09 0,1375
ni-standard-1
Linux .Europe 0,05 0,0025
United States 0,05 -0,0125
. Europe 0,18 0,2225
Windows United States 0,18 0,2075
ni-standard-2
Linux ‘Europe 0,10 0,0725
United States 0,10 0,0575
. Europe 0,37 0,3625
ni-standard-4 Windows United States 0,35 0,3475
Linux Europe 0,21 0,2125
United States 0,19 0,1975
. Europe 0,74 0,6425
Windows United States 0,70 0,6275
ni-standard-8
Linux .Europe 0,42 0,4925
United States 0,38 0,4775
*Price per hour (in US Dollars).
Table 4: Results of the model for Azure
Instance Operating System  Geographical Location Price* Price by Model*
. Brazil South 0,092 0,1626
ALV Windows Central US 0,065 0,0682
Linux Brazil South 0,061 0,0536
Central US 0,043 -0,0408
. Brazil South 0,193 0,2398
Aova Windows Central US 0,136 0,1454
Linux Brazil South 0,129 0,1308
Central US 0,091 0,0364
- Brazil South 0,405 0,3942
ALV Windows Central US 0,286 0,2998
Linux Brazil South 0,270 0,2852
Central US 0,191 0,5940
. Brazil South 0,850 0,7030
A8v2 Windows Central US 0,600 0,6086
Linux Brazil South 0,567 0,5940
Central US 0,400 0,4996

*Price per hour (in US Dollars).

The models presented indicate that the use of
linear regression as a price modeling tool can
help reduce the complexity of the decision-making
process regarding which provider/instance is the best
choice for the migration of integration solutions to
the cloud, considering aspects like cost and QoS and,
at the same time, it is capable of identifying the
factors which most influence the formation of the
final price of instances. A set of qualitative and
quantitative variables was analyzed and, according
to the hypotheses assumed during modeling, the
coefficients of the regression models evidenced
that the CPU quantity, the operating system and
geographical location of the of the data center alter
the prices of the instances significantly. The same
cannot be said about the quantity of memory, as it
did not present influence on the prices.

Statistically, the regression models presented good
results. It indicates that the models can improve
the transparency of the price policy adopted by
IaaS providers. However, the presence of influent
points for each model slightly affected the results
obtained at the statistical analysis. Anyway, the
proposal of price formation modeling for services

of computational infrastructure in the cloud can,
through a mathematical approach, provide useful
information, not only regarding price policies,
but also regarding the cloud market, because the
presented modeling also allows the Cross-Provider
comparison, sometimes not available in the price
modeling proposals studied.
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